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Parallélisme et reproductibilité 
de modèles stochastiques 

Donner plusieurs chances au hasard ?

David HILL

CURRENT ACM DEFINITIONS

1. Repeatability : For the current ACM definition, repeatability implies that a computer scientist can 
repeat calculation and should find each time the same result with a stated precision (the same 
team and the same experimental setup) Stated precision = 0 > bitwise identical results

2. Reproducibility : The latest ACM definition for reproducibility, says that a person or a group of 
researchers independent from the initial author (or group of authors) is able to obtain, with a stated 
precision, the same result with thanks to the initial author’s artifact (a different team trying to 
obtain the same results using the same experimental setup). 

3. Replicability : This term replicability is considered as rather new for many computer scientists (and 
dictionaries…). It means that a new team should obtain the same result, with a stated precision, 
using artifacts which they develop completely independently (a different team working with a 
different experimental setup). Strong corroboration – best choice for Epistemology.

The notion of “same results” remains vague. With a stated precision it fits with the requirements for 
measurements which inspired ACM, but it fails to meet the debugging requirements, essential for 
software development (bitwise identical results are needed).

https://www.acm.org/ publications/policies/artifact-review-badging
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THE SCIENTIFIC METHOD
https://i0.wp.com/peegel.info/wp-content/uploads/2017/10/scientific_method.png

Traditionally we have 2 
main branches of the 
scientific method:
1 – Deductive branch
Mathematics and 
formal logic 
2 – Empirical branch
Statistical analysis of 
controlled experiments.

There is a hope for a 3rd & 4th

branches
3 – Large Scale Simulation
4 – Data intensive & data 
driven computer Science

But we do not meet the 
standards of Branch 1 & 2… 

Empirical
branch

WHY DO WE HAVE 
PROBLEMS WITH 
COMPUTERS?
HERE ARE SOME

TECHNICAL REASONS

FOR HPC NUMERICAL

REPEATABILITY

FAILURES

… 
IN ADDITION

TO POSSIBLE

INDIVIDUAL ERRORS

AND MISCONDUCTS…

• Round off errors

• Order of floating point operations (dynamic execution / out of order)

• …

Floating point…

• Number of processors, Networking Interconnect, devices and latency

• Difference between architectures ( regular processors, vs 
accelerators,…) – Hybrid computing.

• Processor implementation or design bugs

• Silent/soft errors

• …

Hardware (failures of hardware change)

• Operating systems, compilers, 

• Libraries, dependencies and software stack versions

• Parallelization techniques

• Virtual machines and containers (rare in HPC > bare metal)

• …

Software 

https://i0.wp.com/peegel.info/wp-content/uploads/2017/10/
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EXAMPLE OF HARDWARE ERROR A FEW YEARS AGO

AND MISS-BEHAVIORS > HYPER-THREADING BUGS, MELTDOWN,…

WHY DO WE (ALSO) NEED

REPEATABILITY ?

 If you don’t have repeatability, how do you debug ?
And how do we repeat/reproduce the events observed in simulations ?
(confirmation of Higgs discovery, etc…)

 In Digital Computer Science we are used to deterministic computing 
and we expect « repeatability » - it was “granted” for many years. 
Computer debugging and program setup is based on repeatability!

 Even when we use pseudo-random numbers for stochastic models, 
we are running deterministic experiments since pseudo-random number 
generators have been carefully designed to be repeatable (though some 
computer scientist often use the “reproducible” term…).
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REPRODUCIBLE SCIENCE
IS VERY IMPORTANT

BUT FOR COMPUTER SCIENCE
REPEATABILITY ALSO

IS ESSENTIAL
FOR DEBUGGING!

8

RELIABILITY & HPC AT SCALE… 
MORE FREQUENT SILENT ERRORS (A.K.A. SOFT ERRORS… )

1. Change the system state by ‘external forces’
• Alpha particles
• Cosmic rays (High Energy Particles from space)
• Thermal neutrons
• Variation in voltage, temperature, etc.

2. They are at the origin of ECC…to avoids bits flips in memory cells
• There is also a rising of soft errors in arithmetic units !!!
• The more we size down the more this problem increases.
• Chip manufacturers spend money and silicon space to avoid 

this kind of errors:
 Samsung, GlobalFoundries, and IBM introduced the world's first 5nm chip 

with GAAFET transistors, GAA (gate-all-around) stacked nano-sheet transistors.

3. Soft errors are difficult to detect and almost impossible to reproduce
Using spare time of Supercomputers to check ? Use of Fault injection framework…
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2002 – 2022: A SHORT IMAGE OF RECENT PROGRESS

NEC Earth Simulator 1 

32 TF in 2002, 

40 TF in 2005 (DP).

Ranked #1 

for 5 Top 500 contests. 

Full building in 2002

2022 a single accelerator

board : 47.9 TF in DP

Impressive “size down”

10

1. How often do silent errors impact our RAM ?
• Bit errors occur about once a week in 4GB RAM due to the background radiation. 
• From 2% to 15% of these errors lead to faulty calculations, system crashes or unpredictable 

behavior. 
• On a computer without ECC there's one serious incident in the computer system every year, at the 

lowest estimate.
• For our classical compute servers with 512 GB : 128 errors per week
• For our top server with 3 TB : 768 errors per week
• Our old SG UV Brain 12 TB server : 3072 errors / week (18+ / hour)
• On Super Computers, the MTBF is below one day.

2. What can we check and correct :
• An ECC-capable memory controller can generally

detect and correct errors of a single bit per word 
(the unit of the memory bus), 

• It can detect (but not correct) errors of two bits per word.

3. For scientific applications avoid ‘playing’ with GPUs or accelerators without ECC

REMEMBER ECC (ERROR CORRECTION CODE) 
THIS TECHNIQUE SOLVES INEVITABLE BIT ERRORS IN RAM
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FRONTIER SUPERCOMPUTER SUFFERING

‘DAILY HARDWARE FAILURES’ NOT ONLY DURING TESTING

 Oak Ridge National Laboratory’s (ORNL) exascale Frontier supercomputer is 
seeing daily hardware failures during its testing phase.

 “Being exascale ain't easy”, ORNL’s Justin Whitt say teething troubles are normal.

 It’s mostly issues of scale & coupling with AMD
accelerator when faced to the breadth 
of applications. The issues we’re encountering 
mostly relate to running very, very large jobs 
using the entire system … and getting all the 
hardware to work in concert to do that,” 

 A day-long run without a system failure 
“would be outstanding”. “Our goal is 
still hours” but longer than Frontier’s current failure 
rate, adding that “we’re not super far off our goal. 

https://www.datacenterdynamics.com/en/news/frontier-supercomputer-suffering-daily-hardware-failures-during-testing/

EXAMPLE OF RUN TO RUN REPEATABILITY ERRORS

(SOFTWARE ISSUES)

From Prof. Dr. T. Ludwig – DKRZ Director
- ISC Supercomputing
Frankfurt – June 2019 

https://www.datacenterdynamics.com/en/news/frontier-supercomputer-suffering-daily-hardware-failures-during-testing/
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DUMMY CHEK OF YOUR COMPUTING CLUSTER
(DON’T DO THIS –WE HAVE ECC !)

For babies ?!

WHAT CAN WE DO WHEN THE HPC HARDWARE IS SPECIFIC ?
Q1

Q2
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Experimentation on "Mare Nostrum", a Top 500 supercomputer (#5 – 2006 – Now MN5 314 PF)

We provide steps to encapsulate the minimum required files and provide a lightweight, easily 
updated subset of essential dependencies (12.4 GB instead of 5.2 TB for the entire LHCb
repository) to facilitate portability and reproducibility) – Size Optimization : 99,8 % !!!

Reduce complexity : Generic utility to help 
any community install complex software 
dependencies on supercomputers without 
external connectivity.
(multi-million computing facilities 5 to 12 MW)

4 SC facilites Mare Nostrum (Spain), Marconi (Italy)
Piz Daint (Switzerland) and Santos Dumont (Brazil)

PART II
APPLICATIONS

REPRODUCIBILITY
ISSUES



06/06/2025

9

(A) A USE CASE QUANTUM DISSIPATIVE DYNAMICS (QDD) 
REPRODUCIBILITY AND PERFORMANCE

Average
time (in s.) 
gfortran

Average
time (in s.) 
ifort

Average
time (in s.) 
ifx

969,48 1296,91 1597,03

Average
time (in s.) 
FFTW

Average
time (in s.) 
MKL

1373,22 1195,72

Using the default settings provided, we obtain superior performance 
of the gfortran compiler (vs ifort and ifx) as well as the MKL library for Fourier transform (vs FFTW)

17

DINH P.M., VINCENDON M., COPPENS F., SURAUD E.,  
REINHARD P.G., “Quantum Dissipative Dynamics (QDD): A 
real-time real-space approach to far-off-equilibrium
dynamics in finite electron systems”. Computer Physics
Communications, 2022, vol. 270, p. 108155.

Simulation of electron dynamics under the influence of 
external electromagnetic fields

Gfortran ifort ifx

FFTW MKL

About 13% 
more efficient

About 13% more efficient

File1 : 0.25529373*10-8 0.83551334*10-9 0.83553563*10-9

File2 : 0.25529376*10-8 0.83551386*10-9 0.83547498*10-9

Output files
./gfortran-FFTW-OMP-DYN-Debug/repli1/pdip.Na2-egs 

and ./gfortran-FFTW-OMP-DYN-Debug/repli2/pdip.Na2-egs 

are different for the same execution conditions (RUN to RUN)

REPRODUCIBILITY AND PERFORMANCE (2/5):
(1) A LIBRARY FOUND NON-REPEATABLE

18

FFTW documentation “If you use FFTW_MEASURE or FFTW_PATIENT mode, then the algorithm FFTW employs is not 
deterministic: it depends on runtime performance measurements. This will cause the results to vary slightly from run to run. 
(https://www.fftw.org/faq/section3.html#nondeterministic). 

Making FFTW repeatable see an average performance drop of about 17%

The differences are relatively minor, 4th to 7th decimal places on values ​​from 10-8 to 10-9.
Can be (1) problematic for debugging and (2) since the code use non linear equations it might contain 
chaotic regimes which can depend on small variations.

Repeatability issues:
FFTW
The Fastest Fast Fourrier
Transform of the WEST!
A well known library

https://www.fftw.org/faq/section3.html#nondeterministic
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(2) SOFTWARE DEV. NIGHTMARE - DIFFERENT RESULTS BETWEEN NORMAL

EXECUTION AND DEBUG MODE – AGAIN HOW DO YOU DEBUG ?! 

gfortran
Average time 
(s.)

ifort
Average time 
(s.)

Ifx
Average time 
(s.)

2105,79 1950,59 2069,72

FFTW
Average time (s)

MKL
Average time (s)

2242,23 1841,84

Source : LI, R., LIU, L., YANG, G., et al. Bitwise identical compiling setup: 
prospective for reproducibility and reliability of Earth system modeling. 
Geoscientific Model Development, 2016, vol. 9, no 2, p. 731-748.

969,48 1296,91 1597,03

Comparison with the times related to the basic optimized 
options provided in 
the QDD package:

19

1 Option: decrease the default level of optimization (gfortran et ifort)

1373,22 1195,72Optimized performances 
(non repetable)

New performances
1.54 to 1.63 times slower

1.29
to 
2.17 
times slower

COLLEAGUES OBTAINED BITWISE REPEATABLE RESULTS BETWEEN

THE CPU AND GPU VERSIONS OF QDD ! (J. HÉRAUD)

CPU and GPU versions of QDD are both compiled with nvfortran

 Degrade the optimization of the executable code by changing the compilation options. 

 We enforce compliance with the IEEE754 standard for floating-point operations. 

 Disable hardware optimization to ensure strict use of physical resources 
(nofma, -O0 = no extended register use, no vectorization !!!)

 Decide the way to perform a sum on the CPU so that it respects the same order of calculations (on 
both CPU and GPU.

 Implement a math library to use the algorithms common in this program for both the GPU and the 
CPU. 

 We implemented the EXP, ERF, SIN, COS, DIVISION (for complex numbers), SQRT, and CBRT functions.

 Implementation of an FFT (Cooley-Tukey algorithm) common to both GPU and CPU.

 To enable reproducible code, a preprocessor variable is added at compile time. 

Price to pay: the repeatable versions on GPU are 20 times slower…
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Most Parallel Monte Carlo Simulations are often easy to parallelize.

 Particularly when they fit with the independent bag-of-work paradigm.

 San easily tolerate a loss of jobs if enough jobs finish for the final statistics…

 Requirements:

(1) A fine repeatable Generator, (2) a fine Parallelization technique and 
(3) “independent” Parallel random streams for all stochastic objects (4) Then it is 
possible to compare Sequential and Parallel results at small scales

 Should fit with different distributed computing platforms / HPC nodes

 Using regular processors

 Using accelerators : GP-GPUs, Intel IGP/GPU Xe, (Old X.Phi - FPGAs ?)
HILL D. PASSERAT-PALMBACH J. MAZEL C., TRAORE, M.K., "Distribution of Random Streams for Simulation Practitioners", Concurrency and Computation: Practice and 
Experience, June 2013, Vol. 25, Issue 10, pp. 1427-1442.

Hill D., “Parallel Random Numbers, Simulation and reproducibility”. IEEE/AIP - Computing in Science and Engineering, vol. 17, no 4, 2015, pp. 66-71.

(B) PARALLEL STOCHASTIC SIMULATIONS
CAN BE REPRODUCIBLE

(B.1) - TOMUVOL PROJECT

LMV (Laboratoire Magmas et 
Volcans) and LPC (Laboratoire de 
Physique Corpusculaire) made a 
joint venture with computer 
scientists for this TOMUVOL project
(TOmographie MUonique des 
VOLcans) – with with C. Carloganu
and supervision of P. Schweitzer 
thesis in our LIMOS CNRS 
Laboratory

http://wwwobs.univ-bpclermont.fr/tomuvol/presentation.php 

Reproducible parallel stochastic simulations 
- up to billons of « threads »
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BITWISE REPRODUCIBILITY

STUDY ON 2 DIFFERENT ARCHITECTURES (X86 VS K1OM)

As announced by Intel we cannot expect bit for bit reproducibility when working with such different architectures 
- in our case (x86 & k1Om).

 However with the best compiler flags, we observed bit for bit repeatability in single precision but not in 
double precision where we have little differences (reproducibility).

 The relative difference 
between processors 
(E5 vs Phi) in double 
precision were 
analyzed and 
are shown here >

Run-to-Run Reproducibility of Floating-Point Calculations for Applications on Intel® Xeon Phi™ Coprocessors (and Intel® Xeon® Processors) – by Martin 
Cordel - https://software.intel.com/en-us/articles/run-to-run-reproducibility-of-floating-point-calculations-for-applications-on-intel-xeon

See also P. Schweitzer  thesis & paper : SCHWEITZER P., CIPIÈRE S., DUFAURE A., PAYNO H., PERROT Y., HILL D. and MAIGNE L., "Performance evaluation 
of multi-threaded Geant4 simulations using an Intel Xeon Phi cluster", Scientific Programming, Article ID 980752, 10 pages, 2015. 
doi:10.1155/2015/980752. 

(B.2) COVID 19
ANNOYING REPRODUCIBILITY PROBLEMS…

 Mid-March 2020: Neil Ferguson and his teams at Imperial college release projections 
estimating that the UK could face up to 500,000 COVID-19 death

 May 2020 : the American magazine "National Review" declares that the model used 
by Neil Ferguson is inaccurate and intended to be used for pandemic influenza rather 
than coronavirus (estimated using the classical equation-based approach based on the 
SEIR model). 
https://www.nationalreview.com/corner/professor-lockdown-modeler-resigns-in-disgrace/

 Ferguson refuses to publish his original code. 
Other scientists claimed they could not verify his results. 
After a six-week delay, he released a heavily revised code.

 Experts deem the code (written in C++) to be "completely unreliable". 
On Github, a collective of engineers started a petition to ask all articles 
that relied on this code to be removed. https://github.com/mrc-ide/covid-sim

 In addition, scientists from the University of Edinburgh claimed that it was
impossible to reproduce the same results from the same data using the model.

 Another case: two research papers against chloroquine retracted in Top journals…

https://software.intel.com/en-us/articles/run-to-run-reproducibility-of-floating-point-calculations-for-applications-on-intel-xeon
https://www.nationalreview.com/corner/professor-lockdown-modeler-resigns-in-disgrace/
https://github.com/mrc-ide/covid-sim
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SOME TOP PRNGS (PSEUDO RANDOM NUMBER GENERATORS)
FOR REPEATABLE PARALLEL STOCHASTIC SIMULATIONS

Green PRNGs are said ‘crush’ resistant (TestU01 software) and can be recommended:
 MRG (Multiple Recursive Generator) – slow but top API for reproducing parallel simulations

xi = (a1*xi-1 + a2*xi-2 + … + ak*xi-k + c) mod m – with k>1

Ex: MRG32k3a & MRG32kp – by L’Ecuyer and Panneton

 MLFG (Multiple Lagged Fibonacci Generator) – Non linear
by Michael Mascagni MLFG 6331_64 

 Mersenne Twisters – by Matsumoto, Nishimura, Saito (MT, SFMT, MTGP, TinyMT…)

 WELLs generators by – Panneton, L’Ecuyer and Matsumoto

 1,2,3… Parallel Philox and Threefry – by Salmon et al. presented at SC’11 with crypto background 
and a parameterization technique. In his master’s thesis, Liang Li (Prof. Mascagni’s student 
couldn’t reproduce these tests. We had the same problem with Philox4x32-10. 

PCG and Xoshiro modern generators are said to be very fast and ‘Crush’ resistant and this is not 
always the case in 1/3 of the streams we have tested (and MT is faster un double precision).

HILL D. PASSERAT-PALMBACH J. MAZEL C., TRAORE, M.K., "Distribution of Random Streams for Simulation Practitioners", 
Concurrency and Computation: Practice and Experience, June 2013, Vol. 25, Issue 10, pp. 1427-1442.

(C) MACHINE LEARNING

AND REPRODUCIBILITY ISSUES

Many factors were found:  

 Henderson et al. (2018) and Gundersen et al. (2022) 
give for instance overviews of reproducibility 
problems in deep reinforcement learning. 

 Kapoor and Narayanan recently discussed the 
reproducibility crisis in machine learning-based 
science (2023) because of data leakage.

 Pham et al. (2020) and Zhuang et al. (2022) cover sources of variability in deep learning 
methods :

 Initialization of pseudorandom number generators (PRNGs) is one of them. 

 Multi-threading is another, but there are several others. 

 Only setting what is commonly named ‘seeds’ and thread parameters will not be enough to 
make the result of a neural network deterministic. 

IMPACT ON 294 
PUBLISHED STUDIES
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DEEP EMBEDDED CLUSTERING TEST CASE FOR A MEDICAL APP

DISCOVERY OF 3 DIFFERENT PSEUDORANDOM NUMBER GENERATORS

Sources of Non-Repeatability of 
Run-To-Run 

Machine Learning Experiments

 Seems strange to test this (all should be initialized). Here we see that the numpy generator is not really used.

 PCG (the default Numpy generator) is recognized as weak for parallel codes
in the numpy documention.

 An extension has been proposed: PCG64DXSM but Vigna has recently shown 
that both are weak and they are slower than other older known PRNGs 
(URL: https://pcg.di.unimi.it/pcg.php ). 

 Advice: Be careful, the seeds are not the states of modern generators.

GPUS ? STILL A REAL CHALLENGE FOR REPEATABILITY !

28

CUDA-induced randomness
Difference up to 5%
For some Apps it could be significant

https://pcg.di.unimi.it/pcg.php


06/06/2025

15

(Q) TOWARDS REPRODUCIBLE
QUANTUM COMPUTING

TEST WITH THE 5 QUBITS GROVER ALGORITHM WITH 4 ITERATIONS

Good and reproducible
results on different
simulators

Not so good results
on real quantum 

machines …
Here « Kyoto » 

127 qubits
3,6 % on January

the 1st 2024
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WHAT CAN 
WE DO 
NEXT?

IMPROVING REPRODUCIBILITY SPECTRUM – TRAINING !
(REALLY) WONDERFUL MOOCS ARE AVAILABLE

Source : https://www.researchgate.net/figure/Reproducibility-Spectrum_fig2_325910795

A must do for my PhD student to improve the quality of our work (let’s stop working like we did, not being “aware…”)
Level 1: https://www.fun-mooc.fr/en/courses/reproducible-research-methodological-principles-transparent-scie/
Level 2: https://www.fun-mooc.fr/fr/cours/reproducible-research-ii-practices-and-tools-for-managing-comput/
Level 2Bis: coming !

https://www.researchgate.net/figure/Reproducibility-Spectrum_fig2_325910795
https://www.fun-mooc.fr/en/courses/reproducible-research-methodological-principles-transparent-scie/
https://www.fun-mooc.fr/fr/cours/reproducible-research-ii-practices-and-tools-for-managing-comput/
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 Huge Numerical differences when we do not pay attention to repeatability & compiler flags 

 Repeatability achieved for identical execution platforms… even portability ! (sometimes)

 Comparison possible between parallel and sequential results !!! 
– (work at the scale of a node - with the given method) 

 Numerical Reproducibility is possible (not repeatability) for Parallel Stochastic applications 
with independent computing on different architectures.

 Can be resilient to silent errors on supercomputers (use statistics – ‘N out of M’).

 Key elements of a method have been presented to produce numerically reproducible results 
for parallel stochastic simulations comparable with a sequential implementation (at the 
scale of a parallel node before large scaling on bigger systems)

 Numerical replication is important for scientists to verify and setup codes in many sensitive 
areas, finance, climate, nuclear safety, medicine…  

CONCLUSION

HPC CAN BE A BIG AMPLIFIER OF ERRORS…

MORE DETAILS…

https://doi.org/10.1016/j.cosrev.2024.100655

PDF Available Free with HAL 
Printed version on demand
Mail @ david.hill@uca.fr

ANTUNES B., HILL D., “Reproducibility, Replicability and 
Repeatability: A survey of reproducible research 
with a focus on high performance computing”, 
Computer Science Review, Volume 53, 
100655, 2024, 28 p.

A RECENT SURVEY
IN 2024

COMPUTER SCIENCE REVIEW
(IF 13.3 – Q1)

https://hal.science/hal-04572565

https://doi.org/10.1016/j.cosrev.2024.100655
mailto:david.hill@uca.fr
https://hal.science/hal-04572565

