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When used as priors for Bayesian inverse problems, diffusion models have demonstrated remarkable
effectiveness in recent literature [2]. Their inherent flexibility and high variance allow them to produce
diverse solutions for image restoration tasks, including inpainting, super-resolution, and denoising.
Despite these advances, several fundamental questions remain regarding their accuracy. In this talk,
we examine the performance of diffusion-based priors in a simplified setting where the data follow
a Gaussian distribution. Within this framework, we rigorously quantify the discrepancy between the
theoretical solution of the inverse problem and the approximation provided by diffusion models. This
is achieved by computing the Wasserstein distance between the distribution induced by the diffusion
model sampler and the exact posterior distribution. Our study focus on the DPS [1] and the ΠGDM
[3] algorithms.
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