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Efficient estimation of Sobol’ indices of any order from a single
input/output sample.
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Despite the numerous advances and insightful proposals in the recent years, estimation of Sobol’ indices
at any order d (with particular case total indices) is still a challenge. When it comes to theoretical
convergence guarantees, two classes of methods are of particular interest. On the one hand, the class of
Pick Freeze estimators allows to estimate Sobol’ indices at rate

√
n for any d with minimal assumptions

on the computer code, but requires a sample with highly specific structure. On the other hand, local-
averaging estimators such as kernel or nearest neighbor estimators can handle any vanilla n-sample
of the inputs/output pair (given-data context), but the

√
n-parametric rate of convergence was only

proved for d ≤ 3 for nearest neighbors. In addition, such estimators suffer in practice from large bias
and variance.

In the present work, we introduce a new class of kernel estimators which enjoys a central limit theorem
and asymptotic efficiency for estimating Sobol’ indices at rate

√
n for any d from a vanilla n-sample,

unlike all previous works. From a broad perspective, our approach consists of three main ingredients.
First, we build upon the explicit expression of the efficient influence function of Sobol’ indices which
depends on the unknown regression function, and propose a plug-in estimator where the regression
function is estimated with a specific kernel estimator, in the same spirit as [1]. Second, for the latter and
to ensure

√
n-consistency, we use high-order kernels as classically done in nonparametric regression.

Finally, it is crucial to handle boundary effects inherent to kernel estimation procedures : we adapt
here recent mirror-type transformations introduced in [2,3]. All in one, we introduce two different
estimators that are proved to be asymptotically normal and efficient for Sobol’ indices at any order.
From a numerical perspective, we conduct extensive comparisons and discuss stability of high-order
kernels, showing that one of our estimators performs remarkably well on standard sensitivity analysis
examples.
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